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Motivation

Conventional Machine Learning is more like statistical fitting rather than logical reasoning.

Camels or Cows?

Train set Test Set

Statistical Correlation: 

Cows         Grassy background
Camels        Sandy background

Out of distribution Test data:

Cows         Grassy background
Camels        Sandy background

Statistical Correlations will become spurious bias on OOD data thus 
undermine model performance.



Motivation

Such spurious bias is also common in NLP tasks. 
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Train set Test set

DISTRIBUTION OF THE PHRASE “ON A BENCH”

entaiment contradiction neutral

• Such skewed distribution in training data indicates a statistical correlation between on a bench and label contradiction.  

• The reason can be attributed to some common cause (Confounder) of both labels and the phrase,  such as subjective 

bias of human annotator, the domain of data, the region where data is collected, etc.

• Models tend to use such correlations as shortcuts to help predicting labels.

• on a bench  do not lead to certain labels in NLI task logically, thus such correlation is non causal and may change in test 

set.

• Models will fail on the test set where such bias disappear or change.



Counterfactual Adversarial Training (CAT)

Target: 

Find the minimal intervention that will alter the model predictions and let the model to learn from 
such representations. Such intervention will alleviate the spurious bias thus let model explore the 
causal effect rather than simple correlations.

To alleviate the influence of confounders, we interpolate in hidden space of transformers as 
interventions to generate virtual representations.  Next a counterfactual adversarial loss (CAL)
aligned with the definition of counterfactuals are optimized to find the balanced trade-off 
between intervention and model prediction changes. Finally, we apply  Counterfactual Risk 
Minimization Principle to enable model to learn from generated representations.



Counterfactual Adversarial Training (CAT)

Algorithm Details

CRM: a learning principle that allows model to learn from both 
original representations and counterfactual ones.

CAL: an adversarial trade-off game for minimizing intervention and 
maximizing label change.

Intervention: a label-free interpolation designed 
for transformers and interpolates in hidden space to avoid the discrete 
nature of textual data.



Counterfactual Adversarial Training (CAT)

Experiments Results



Conclusions and Discussion

To alleviate the spurious correlation bias in training corpus and encourage causal discovery 

instead of simple correlations, we propose CAT from the causality perspective for introducing 

counterfactual representations in the training stage through latent space interpolation. 

Through extensive experiments on three benchmarks on the text classification, natural 

language inference and question answering tasks, we demonstrate that CAT is effective in 

promoting testing accuracy especially in the small data scenario, which outperforms SOTA 

baselines across different pre-trained models.

In future, we will try to extend CAT beyond pre-trained language models and transformers 

model by modify the intervention techniques.  Also, we are working on introducing the other 

causal inference technique to deep learning framework to improve model robustness and 

stability.


