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Introduction
Text editing, such as grammatical error correction, arises naturally from
imperfect textual data.
Two primary methods to solve text editing:

End-to-end
Sequence tagging (token-level action generation

End-to-end
Pros - the advantage of simplicity by giving direct input-output pairs
Cons - can struggle in carrying out localized, specific fixes while
keeping the rest of the sequence intact

Sequence Tagging
Pros - appropriate when outputs highly overlap with inputs by
assigning no-op (e.g., KEEP)
Cons - action space is limited to token-level, such as deletion or
insertion after a token

Imitation Game
Our Markov Decision Process (MDP) is defined as follows.
 State 𝑆 - a set of text sequences
 Action 𝐴 - a set of action sequences
 Transition matrix 𝑃 - the probability that 𝑎𝑡 leads 𝑠𝑡 to 𝑠𝑡+1
 Environment ℰ - to update state by 𝑠𝑡+1=ℰ(𝑠𝑡, 𝑎𝑡)
 Reward function 𝑅 - to calculate a reward for each action
The formulation turns out to be a simplified 𝑀𝐵𝐶=(𝑆, 𝐴, ℰ). 

Our Contributions are summarized as follows.

Frame text editing into an imitation game formally defined as an
MDP, allowing the highest degrees of flexibility to design actions
at the sequence level 
Involve Trajectory Generation (TG) to translate input-output data
to state-action demonstrations for imitation learning 
Propose a corresponding Trajectory Augmentation (TA) technique
to mitigate the distribution shift issue imitation learning often
suffers from 
Introduce Dual Decoders (D2), a novel non-autoregressive
decoder to boost imitation learning in terms of accuracy,
efficiency, and robustness. 
The source code and datasets have been released to the public
(please scan the QR codes at the bottom).

Trajectory Generation (TG)
Q: how to convert conventional
sequence-to-sequence data into
state-to-action demonstrations?

A: dynamic programming (DP) to
calculate the minimum edit
distance given the edit metric and
back trace the editing operation
after that. 

Trajectory Augmentation (TA)
Q: imitation learning often suffers
from distribution shift and error
accumulation. How to handle this?

A: expand the training set by
actively exposing shifted states via
TA that utilizes the divide-and-
conquer technique to drop out
actions from demonstrations. 

Dual Decoders (D2)
The conventional autoregressive decoder (a) compared with the
proposed non-autoregressive D2 (b) in which the linear layer aligns
the sequence length dimension for the subsequent parallel decoding. 

Arithmetic Equation (AE) Benchmarks
Arithmetic Operators Restoration (AOR), Arithmetic Equation
Simplification (AES), and Arithmetic Equation Correction (AEC) 

Experimental Results
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