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Introduction
Humans can systematically generalize to novel compositions of existing
concepts. Recent studies argue that neural networks appear inherently
ineffective in such cognitive capacity, leading to a pessimistic view and a
lack of attention to optimistic results.


In contrast, the successful one-shot generalization in the turn-left
experiment on the Simplified CommAI Navigation (SCAN) task reveals
the potential of seq2seq recurrent networks in controlled environments
(Lake and Baroni, 2018).


Question by Lake and Baroni (2018) on page 8:
"What are, precisely, the generalization mechanisms that subtend the

networks’ success in these experiments?"


One-shot Example

Meaningful Learning
In educational psychology, meaningful learning refers to learning new
concepts by relating them to old ones (Ausubel, 1963).


On the contrary, rote learning stands for learning new concepts without
the consideration of relationships.


An example of the one-shot compositional generalization
from the old concept "walk left'' to the new one "turn left
and walk" in SCAN.

Inductive Learning
Inductive learning is a bottom-up approach from the more specific to
the more general. In grammar teaching, inductive learning is a rule-
discovery approach starting with the presentation of specific examples
from which a general rule can be inferred.


Deductive Learning
Deductive Learning, the opposite of inductive learning, is a top-down
approach from the more general to the more specific. As a rule-driven
approach, teaching in a deductive manner often begins with
presenting a general rule followed by specific examples in practice
where the rule is applied.
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Conclusion - This evidences that, with semantic linking, even canonical neural
networks can generalize systematically to new concepts and compositions.


Systematic Generalization
Setup - we treat concepts in the initial data set as primitives and generate variant
samples and rules accordingly. Next, we mix them up and construct a seq2seq task
after a random split. We repeatedly train and evaluate models but slowly decrease
the number of times they see each variant until one-shot learning.

Results - we observe there is hardly a performance drop for three representative
model structures.


